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1.	Introduction


Our proposition for evaluation is based on “Evaluation Methods and Procedures for studying learners’ use of media”, developed by PLUM (Open University) and TELL (University of Hull), [1]. We have been testing the method in our course “Evaluation of educational programs” in the past semester (February-June 1998) and have reassured ourselves about the validity of the procedure, which we have configured to suit each software investigated.


If developing a program for a broad user group, it is very important to make sure that the program fulfils goals before letting out the product to users. The need for such assurance is more necessary and requires more care and foresight since the product is intended for international scope, also has to fulfil the needs for smaller children. This explains the necessity of performing such a standard test by all participating MATCh partners, giving an overall evaluation in different cultural settings.


1.1	The evaluation


Evaluation of multimedia materials can be of two main types: “formative” and “summative”. During the formative phase, data is collected that enables designers to improve the program/courseware/software, to ensure it achieves its full potential to enhance learning. The summative phase tests the success of the program, investigating the contextual conditions that achieve best results, and providing costing models of usage. 


The formative phase is intensive, with small numbers of students, usually working in pairs, with frequent reports to the design team - an iterative design-test-redesign procedure, on the materials design.


The summative phase is extensive over time and place, large scale, with occasional reports, on the implementation of the materials.


To a great extent, the methods of data collection in the formative and summative phases are the same. More information on the teaching context is necessary for the summative phase, than for the formative phase being pre-determined by the designers. 


In designing formative evaluation it is important to be clear about what the program or package is trying to achieve, as this affects how it is tested. At the same time, the evaluator will want to discover what it is capable of, and the many ways it is actually used, either going beyond, or failing to achieve, the designer's intentions. Later, in the summative phase, it is possible to find out how good the program is, how it compares with other types of teaching, and how it should be integrated with other aspects of teaching and learning, - but that is not a worthwhile activity until the formative phase has clarified what exactly the program does for students and how it is best implemented. 





2.	Theoretical background of the evaluation


2.1	Organisation of an evaluation study


Ideally, one person should act as evaluator for a development project, taking overall responsibility for planning and designing the evaluation of materials developed or adapted, but in collaboration with both designers and users. In this section a general model for organising the evaluation is outlined.


For the formative evaluation of a particular program a series of sessions should be arranged with, normally, pairs of target students. Some programs are more suitable for individual students, in which case observation should focus on those students who find it easy to talk their way through what they are doing, as this can enhance the evaluator's understanding of the student's experience. The trialling sessions (see Data Collection Methods) should be arranged in consultation with the students' teacher.


2.1.1	Formative phase


The assumption is that initial debugging with peers and colleagues will already have been done to ensure that the program is at least intelligible and stable before the formative evaluation begins. It is not necessary to complete the whole program before the start of formative evaluation because if one section can stand alone as a coherent activity, the testing of it may stimulate some valuable design ideas for the remaining sections. The formative phase is designed to adjust the design to learners' needs. At this stage the evaluation should be small-scale but intensive. If detailed data is collected on exactly how the program was used by, say, 5 pairs of students, this will provide far more useful design information than a questionnaire to 100 students. The techniques at this stage will usually consist of observation, student interview, and (where appropriate) pre/post tests (see Data Collection Methods). 


2.1.2	Summative evaluation


To give the program a fair test, it is important to specify the conditions under which it is to be evaluated, e.g. with appropriate students, within a reasonably appropriate teaching and organisational context (see Data Collection Methods: Teaching context). It is not necessary to dictate exactly how the software should be used - part of point of the summative evaluation is to test the program under alternative conditions of use - but clearly there has to be some minimum level of usage to warrant an evaluation study.  The methods used here will focus more on the context of use than is appropriate at the formative stage - looking for example, at the way in which the material embeds in existing courses, at how well students are able to use what they have learned in other contexts, at costing models appropriate to that particular institutional context. This means that the methods to be used will tend to be group interviews (see Data Collection Methods), Teacher's Questionnaires, Student's Questionnaires, and Monitoring Programs. 


2.2	Types of evaluation findings


2.2.1	Learners' needs


These are revealed through learners' performance and accounts of the content and procedures of their subject. They are asked to perform a typical task (e.g. interpret a diagram, analyse some data, explain a phenomenon, etc). Through an interview (see Data Collection Methods) about how and why they did what they did, the evaluator can then gain quite a detailed understanding of how they are thinking about, or how they are misconstruing, the subject matter. This insight drives a better design than would otherwise be possible. 


2.2.2	Usage


Once the prototype is ready for testing it is possible to test out even quite small sections of the material to ensure that a newcomer to the program can make sense of it, as the designer intends. Detailed observation (see Data Collection Methods) of how an individual uses the program, how the user decides what to do, how long they take to do things, whether they feel comfortable in the environment, etc. all help the designer to see how best to adapt to user needs. A Monitoring Program can also be used to record user input, e.g. which options they use most, how long each operation takes, etc.


2.2.3	Effectiveness


As soon as the program works reasonably well, it is important to test whether it meets the intended objectives. Sometimes this can be tested through pre/post tests (see Data Collection Methods). Sometimes it is students' discussion as they work through the program that is the best clue to the quality of their learning. Observation of their performance on the tasks on offer in the program will indicate how well they understand and benefit from the tasks. Teachers who follow up work on the program with related assessment (see Data Collection Methods) of work will allow the evaluator to make a judgement of how well the learning is integrated with other work.


2.2.4	Perceived value


While effectiveness the most important description of a program, its perceived value is also important because that is what leads to greater use of it, by both teachers and students. Teachers' and students' attitudes (see Data Collection Methods) can both be assessed through short questionnaires, although it must be remembered that students are typically very positive about multimedia products. Positive student attitudes do not necessarily indicate a good program. The perceived value will be affected by the teaching context. If the program is properly introduced, integrated, and integrated with other work and assessment, then it will be perceived differently than if it is essentially peripheral, or optional. Perceived value is a description of the program relative to its context of use, therefore.


2.2.5	Comparative value


If a program is fully embedded in a course or teaching environment, then it may be appropriate to carry out an analysis of its value compared with alternative methods of delivering the same teaching/learning. If it is not being used properly, then it cannot be judged in comparison with other well-established techniques. Proper conditions are rare, which is why there is so little comparative information about learning through computers. When a program is being properly used, then it makes sense to study its comparative costs (see Data Collection Methods), measured in terms of either development parameters or delivery parameters, or both, and its comparative benefits (see Data Collection Methods), judged through the measures of perceived value. 


2.3	Data collection methods


2.3.1	Observation


For some programs the best information about what students are learning comes from their discussion (in pairs) as they use it. This is qualitative data requiring careful analysis. It is best collected by the observer taking notes on a prepared Observation Schedule, backed up by audio-recording.


In addition, some programs will only reveal their impact in discussion that happens in some follow-up activity, like a debriefing session, or team-work based on the detailed computer based session. Again field notes backed up by audio recording are best. This session has to follow soon after the computer session if there is not to be interference from other learning sessions.


Watching students working their way through a program is the most effective way to produce useful formative evaluation data. The way students work, what they do with the program, whether they spend time in discussion, writing notes, consulting information, attending to the right parts of the program, using it to best advantage, etc. are all best judged by observing what they do. This will give the evaluator valuable information about how to refine the program being observed, but it also helps to build a more elaborated general model of the user of interactive learning programs.


With such a complex innovation it is vital to learn how people use such a medium. Even just a few observation sessions will be sufficient. Watching pairs of students is usually better than individuals alone because pairs talk to each other, and their discussion allows the evaluator to hear how they are thinking about the program. Students' actions on the learning tasks in a program are highly observable, so interactive multimedia is an unusually good environment in which to observe learning performance. Recording these on an Observation Schedule, against time, program response and discussion data gives a very complete account of student use.


2.3.2	Monitoring


Where the student's work is so open-ended that even a general form of on-line test is not possible, then the best test of the pedagogic value of the program will be to monitor the way the student uses it, to see if the resource (a) makes a significant contribution, (b) it is used in the appropriate context. This means being able to set up a Monitoring Program that recognises the context in which a student makes some input, and records a meaningful description of what has occurred. The monitoring program would specify the kind of input to be collected from the interaction and recorded in the file, and would specify the way that data should then be analysed and printed out.


This approach is valuable for extensive monitoring, but is expensive to set up so if usage is low then observation should be used instead. The approach should be used sparingly, only collecting data that is likely to be useful and will make a difference to program design, not collecting everything it is possible to collect. 


2.3.3	On-line test


Where a pre/post test is inappropriate, e.g. if initial knowledge states are too variable, and end-states are unpredictable, then it is only possible to test in terms of what student has actually done during the session. This would be true of any open-ended usage of a database, hypertext, on-line tools etc. If the program can store items accessed from other tools or resources, then these can be used to construct an On-line Test at the end, given the structure of a suitable question derived from the general learning objective.


This kind of test can have a pedagogic value as well, as it can be used to inform the student, or suggest further practice, or even provide a form of assessment.


Another way of collecting information about open-ended learning objectives is to use an on-line questionnaire that collects students' open comments, e.g. on an exercise. These can be collected and stored on disc, or on a network file, and printed out for designers as further information on what students achieved on their session. For example, if the objective is to improve understanding of language structures, the question might be


'what can you say about the structure of the following sentence:' 


where the sentence itself may be specified beforehand, or selected from the text worked on by the student. Or the questionnaire may simply ask students for their comments on the program content. The data entered by students can be copied to a separate data file for later analysis by either the evaluator or directly by the developers. 


2.3.4	Pre/post tests


For more focused testing of what students learn with the program it is important to know what students should be capable of at the end that they should not be capable of at the start, i.e. is there a pre/post test question which will show improved scores, thus isolating what has been learned via the program? This is a standard pre/post test. It has to be constructed from a well-defined learning objective, e.g. 


'students will be able to generate appropriate forms of negation for simple sentences'. 


Such tests may also be built into the program, in which case the pre/post test can be done on-line. The value of the pre-test, of course, is that if students perform adequately they can see that they may not need to study the module. The pre/post test will be the more informative the more elaborate they are. Several questions are a better test than one. Thus for the above objective the evaluator might want to offer several types of tests, e.g. gap-filling, translation, construction in context, error recognition etc, depending on how rich the teaching program is, and on how far it is necessary to test transfer from the teaching given to other contexts. 


2.3.5	Students' open answers


Another way of collecting information about open-ended learning objectives is to use an on-line questionnaire that collects students' open comments, e.g. on an exercise. These can be collected and stored on disc, or on a network file, and printed out for designers as further information on what students achieved on their session. For example, if the objective is to improve understanding of language structures, the question might be


'what can you say about the structure of the following sentence:' 


where the sentence itself may be specified beforehand, or selected from the text worked on by the student. These tests need to be constructed with the help of a programmer who can design the most appropriate means of collecting and managing the data for the system concerned.


2.3.6	Teacher/student attitudes


Opinions of both teachers and students are important, but do not necessarily relate to the quality of learning outcome achieved. They are important because they can give designers an idea of the motivational qualities of the program - whether and how much it will be used - its appropriateness for that group etc. Thus Post-Program Questions that record information about the individual, their description of the context of use, and their opinions, will help the evaluator determine who it is good for. 


2.3.7	Interviews


The main point of an interview is to elicit the participant's point of view. Unstructured interviews are conducted at the stage where the evaluator is uncertain of what the key issues might be for teachers and students. Conducting an structured interview reveals the participants' perceptions on the issues the evaluator believes to be important. If the interview is unstructured, then it is possible for the participants to put new items on the agenda of the evaluation.


An unstructured interview for a formative evaluation will use questions such as 'Can you tell me about your experience of learning with X?'; 'Are there ways it could be improved?'; 'What was good about it?'; 'What was bad about it?'; and will follow up with questions asking for more detail, or examples of generalisations made, etc. 


A structured interview will derive the questions to be asked from the objectives of the program, as for pre/post tests. Using an interview rather than a pre/post test for this allows the evaluator to ask for more detail, or ask follow-up questions, so that they can fully understand the participant's point of view. 


2.3.8	Teacher assessment


In some cases the teacher assessment of student work, done as a natural part of their coursework, will form an excellent test of the worth of the program, especially if it allows some comparison to be made with alternative teaching methods. This is particularly important in the summative phase. It could be recorded either by Teacher Questionnaire or interview. 


2.3.9	Teaching context


Information about the way the program is used is also more extensive in the summative phase, where a variety of contextual conditions will appear. The way students are introduced to a program, the preparation they do, the support they get while using it, the amount, type and timing of follow-up work, the final assessment attached to it, the amount of usage, whether it replaces other teaching, etc., are all crucial for its perceived and actual value. This information is best obtained by Observation Schedule and Teacher's Questionnaire. In the formative phase, usage is small-scale enough that these conditions can usually be optimised. In the summative phase, this information can form the basis of costing models. 


2.3.10	Costs


The full checklist of development Cost Parameters should cover below- and above-the-line costs if there is to be any attempt at comparison with other methods of teaching. The difficulty with such comparisons is that other methods of teaching have not traditionally been costed at all. For most development projects the most meaningful costing, therefore, is the marginal cost of time and resource spent on the project, which can later be set against its perceived value.


Delivery factors with resourcing implications will include all the support costs that enable the materials to be used properly. Estimates of comparative costs are difficult, because local circumstances and economies of scale can have a considerable effect, but a wise estimate of the ratio of 'production: delivery: support' costs would be '10: 1:10-20', putting the latter highest . Key costs are listed as 'delivery' factors in Cost Parameters. [1]


2.3.11	Benefits


The factors against which costs would be judged include the Perceived Benefits that are seen to accrue from the development project. The pedagogic benefits are meant to be determined by the formative and summative evaluation studies, but there are often others. Some of these may even be perceived as more important than the pedagogic value in some cases (such as 'status', for example). For this reason, a cost benefit analysis should include benefit factors weighted according to local preferences.[1]





3.	Preliminary work


3.1	Evaluation of multimedia authoring tools


The above mentioned evaluation methods are being experimented with at ELTE (TeaM [2])in connection to a one semester course for informatics teachers dealing with “Evaluation of educational multimedia programs”. The course has been set up with the intention of providing adequate data collection methods in evaluating educational multimedia programs, define presumed values of the product, pinpoint objectives for surveillance, clear pedagogical viewpoints and observe real-life testing of the products with children. We hope that the analysis and findings of this course (ending in mid May) would give us adequate information on how to proceed with the evaluation of MATCh tools, to produce an objective set of investigation guidelines for each partner to follow, resulting in sets of data and analysis for each individual cultural settings, which could then be analysed further and produce guidelines for necessary modifications. For this reason some of the products under investigation were chosen to be valid as comparison to MATCh tools: “KIDPIX”, “Kid Works II”, “Storybook Weaver”, ... etc., which are similar products designed for the same age group (8-12), giving similar tools as those aimed in MATCh.


The methods of evaluation have started out from the reference material indicated below [1] and have been re-configured according to the findings during the progress of investigation, the different objectives to be valued in context of the individual programs, and the time frame of the course. The clear definitions of each examined programs have been set as well as the presumed pedagogic content and aims of each product. The Pre/Post Questionnaires have been configured to the specific software. In an attempt to integrate the main part of the contextual evaluation indicated in the summative phase, an aimed goal of achievement per software was set up, a 45 minute course procedure was designed, problems to handle have been set, the test for success have been set, all individually designed to each software. The settings for the conduction of a single formative evaluation session with the integration of contextual evaluation have been executed in the beginning of May after which data has been analysed and reports written on the findings (In Hungarian) [3].


3.2	Evaluation on possibilities of multinational communication between children:


In order to investigate the possibilities, modes and forms of communication between children with different mother tongues, ELTE has launched a Web project that hopes to come up with findings that would be very useful in developing proper Web pages for MATCh networking. Since the MATCh environment is still under development, we have relied on the human side of networking possibilities via Comenius Logo, which is the core of MATCh tools.


Comenius Logo has been introduced into several countries among them the following European countries: Austria, Belgium, Bulgaria, Czech Republic, Netherlands, Germany, Greece, Hungary, Poland, Portugal, Switzerland, UK. The different packages produce a local version with the translation of the environment and the commands into their own language, yet the environment leaves a common English command set for all versions to use as a choice. This allows a common platform for exchange of programs as a cross-cultural benefit.


A series of easy to use programs have been developed that facilitate the creation of static and dynamic presentations by children using them with their own version of Comenius Logo, yet their presentations being saved in a format that is accessible via the designed player programs that run under other international versions. This allows a form of communication with verbal, pictorial, sound, music, motion and animation elements. These programs are sort of emulations of simplified beginner MATCh tools.


Participants and scheduling:


English version of Logo Web pages: will be finalised by end of May [4] (by ELTE).


Local translations: should be produced by mid-June (by volunteer participating countries).


Evaluation period: June - July


Evaluation documentation: shall be produced by ELTE and presented at IFIP’98 in August [5]


MATCh Web pages: shall be redesigned according to findings by end of August.


4.	Proposed MATCh progression


4.1	Formative phase


Series of data collection, the result of which would enable developers to improve the prototype tools to ensure it achieves its full potential in realising goals. It should be an intensive phase, conducted with small number of students working in pairs, resulting in a report after each session to the developer team - an iterative design-test-design procedure, facilitating the incremental prototyping of the tools.


It is also worth mentioning that, since the target age group is very young, the focused questions might not be answered in a content expected. Thus the observers have to clarify the true reactions via close observations. It might be even a valuable decision to involve elder children in the first trial.


Trialing sessions:


Trial 1:	2 pairs of students for 1 hour each, using Observation  Schedule Pre/Post Test and Post Program Questions.�Analysis for Observation Report and Evaluator’s Report.�Adapt evaluation tools and conditions as necessary.


Trial 2:	2 pairs of students for 1 hour each, using Observation  Schedule Pre/Post Test and Post Program Questions.�Analysis for Observation Report and Evaluator’s Report�Finalise and duplicate Pre/Post Test and Post-Program Questions for further students.


Trial 3:	Remaining students use program in pairs and complete Pre/Post Test and Post-Program Questions.�Analysis and Evaluator’s Report.


The trial sessions would approximately fit within one hour scheduled as following:


10 min.: Introduce program and use Pre Test.


40 min.: Students use program as intended; record talks and actions on Observation Schedule.


10 min.: Administer Post Test and Post-Program Questions; record any additional comments.


At the end students could be offered further time with program if possible.





Immediately after the session the evaluator completes the Observation Report for the session, which should take about 15 minutes. Outside or within the trial session use of the User Evaluation Check for anyone willing to try out the software is very much advised. The trial evaluation concludes by the compilation of the Evaluation Report, that summarises all observations and experiences. The Evaluation Report should be submitted to the MATCh mailing list for partners to discuss and developers make conclusions.


Schedule and participants:


Trial 1:	UOS and ELTE conducts in parallel at the end of May after which a consultation on results takes place and a report is submitted to the developers. Focus is on Story Editor.


Modifications:	Developers make necessary modifications and produce documents for proper use of modified systems by the end of June.


Trial 2:	UOS and ELTE conducts in parallel at the end of July after which a consultation on results takes place and a report is submitted to the developers. Focus is on all tools.


Modifications:	Developers make necessary modifications and produce documents for proper use of modified systems by the end of August.


Trial 3:	Done by PT, AWB, LOG, CUB till the end of September.


4.2	Summative phase


Tests the success of the MATCh tools and applications in educational setting, investigating the conditions that achieve best results and success of chosen themes as test-bed applications. It is a phase which is extensive over time and place, large scale, resulting in a final report, focusing on the implementation of the tools with respect to applications bearing educational content and the multicultural extent of the product. Details and configuration of questionnaires and test as well as the developed course material for content evaluation has to be done individually by participants depending on the observed application and educational values.


Participants and schedule:


Duration:	September - October


UOS:	Longitudinal evaluation on the educational context of MATCh usage and application development concentrating on “Save the animals”.


ELTE:	Longitudinal evaluation on the educational context of MATCh usage and application development concentrating on “Storybook steering”.


All partners:	Longitudinal evaluation on Web communication facilities by children choosing the theme of “Calendar” and “Screen card” project starters, motivating children for input.


Evaluation of findings: till mid-November.


Final modification of tools and applications: till end of November.





The final evaluation should as well involve a comparative evaluation in respect to other similar products on the market. We (ELTE TeaM) have an intention of preparing such.








5.	Conclusive scheduling:








MATCh Schedule of WP 3 (1998)
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WP3: Developing Applications (Jan. - Nov. 1998)





SUBTASKS�
Respons.�
Start�
End�
�
t1.:  Producing an agreement on the final decision of application packages.�
All�
1/1/98�
1/3/98�
�
t2.:  Developing prototypes of the applications.�
UOS, ELTE�
1/1/98�
1/7/98�
�
t3.:  Evaluation of application prototypes by partners�
PT, AWB, LOG, CUB, UOP�
1/7/98�
1/8/98�
�
t4.:  Developing final versions of the applications.�
UOS, ELTE�
1/8/98�
1/11/98�
�






MATCh Schedule of WP 4 - evaluation (1998)
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WP4: Contextual evaluation of MATCh tools and applications


(Jan. - Nov. 1998)





SUBTASKS�
Respons.�
Start�
End�
�
t1.: Development of Evaluation procedures�
ELTE�
1/1/98�
1/5/98�
�
t2.: Trial 1 formative eval.


�
UOS, ELTE�
1/5/98�
1/6/98�
�
t3.: Modifications


�
CUB, UOP�
1/6/98�
1/7/98�
�
t4.: Trial 2 formative eval.


�
UOS, ELTE�
1/7/98�
1/8/98�
�
t5.: Modifications


�
CUB, UOP�
1/8/98�
1/9/98�
�
t6.: Trial 3 formative eval.


�
PT, AWB, LOG�
1/9/98�
1/10/98�
�
t7.: Summative eval. of two main applications�
UOS, ELTE�
1/9/98�
1/11/98�
�
t8.: Summative eval of communication via tools


�
PT, AWB, LOG, CUB, UOS, ELTE�
1/9/98�
1/11/98�
�
t9.: Evaluation report�
PT, AWB, LOG, CUB, ELTE�
1/11/98�
15/11/98�
�
t10.: Final modification of tools & applications


�
CUB, UOP, UOS, ELTE�
1/10/98�
1/12/98�
�
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7.	�
Appendix


�
Observation Schedule








Date................. Student ....................................... Program .       .......................................... 





	Time	Observations: talk, actions, feedback, scores	Notes on critical incidents


	…….	………………………………………………	…………………………..


	…….	………………………………………………	…………………………..


	…….	………………………………………………	…………………………..


	…….	………………………………………………	…………………………..


	…….	………………………………………………	…………………………..


	…….	………………………………………………	…………………………..


	…….	………………………………………………	…………………………..


	…….	………………………………………………	…………………………..


	…….	………………………………………………	…………………………..


	…….	………………………………………………	…………………………..


	…….	………………………………………………	…………………………..


	…….	………………………………………………	…………………………..


	…….	………………………………………………	…………………………..


	…….	………………………………………………	…………………………..


	…….	………………………………………………	…………………………..


	…….	………………………………………………	…………………………..


	…….	………………………………………………	…………………………..


	…….	………………………………………………	…………………………..


	…….	………………………………………………	…………………………..


	…….	………………………………………………	…………………………..


	…….	………………………………………………	…………………………..


	…….	………………………………………………	…………………………..


	…….	………………………………………………	…………………………..


	…….	………………………………………………	…………………………..


	…….	………………………………………………	…………………………..


	…….	………………………………………………	…………………………..


	…….	………………………………………………	…………………………..


	…….	………………………………………………	…………………………..


	…….	………………………………………………	…………………………..


	…….	………………………………………………	…………………………..


	…….	………………………………………………	…………………………..








Notes on completing the Observation Schedule





1. The Observation Schedule should record the date and site of the session, and identify program details. 


2. Use as many pages as are necessary to record all data for a session, and number pages as, e.g. Page 1/5. 


3. Record the start time in the left-hand column. 


4. Record as fully as possible all talk by students, teachers, evaluator; all actions on the program the students; any non-program actions, such as note-taking; record where necessary output to help with interpretation. To do it, it is a good idea to record the work (the students action) with a tape-recorder or a video camera.


5. Use the right-hand side to make comments on what to follow up, to asterisk points to ask later, etc. 


The following precautions will make this data fully usable: 


	try to keep handwriting legible; 


	use soft pencil so that it can be photocopied if necessary; 


	leave a lot of space so that annotations and corrections are easy to make; 


	keep a key to any abbreviations used at the bottom of the page. 


6. At the end of the session, attach all completed pages of the schedule to the covering Report.


�
Observation Report








Date .........................................	Program ...................................


Student ....................................	Course .................................….


Evaluator .................................	Hardware ..................................


Time ................. to ...................





Brief description of instructional context (student preparation, nature of follow-up, location,


use other materials, etc.) 



































Emergent issues (interesting points which emerge from this observation)





















































Notes on completing the Observation Report





Complete the data at the top, so that the whole document is fully identified. 


The Observation Report is used to provide a summary of the data collected in the Observation Schedule for one complete session. 


Complete the description of the instructional context so that this can be used in the Evaluator's Report in judging the appropriateness of this way of running the materials. It is often the instructional context that makes or breaks an educational program. 


Under “emergent issues” the evaluator can summarise the key points noticed during the observation, to be followed up in other studies.





�
Monitoring Program





Where the student's work is so open-ended that even a general form of on-line test is not possible, then the best test of the pedagogic value of the program will be to monitor the way the student uses it, to see if the resource (a) makes a significant contribution, (b) it is used in the appropriate context. This means being able to set up a monitoring program that recognises the context in which a student makes some input, and records a meaningful description of what has occurred. The monitoring program would specify the kind of input to be collected from the interaction and recorded in the file, and would specify the way that data should then be analysed and printed out. 





For example, input to the monitoring file could be specified in terms of: 


time taken to perform actions (e.g. what options do they spend time on? when do they perform certain activities?); 


which actions are performed (e.g. what answers do they give? what mistakes are made?); 


when actions are performed (e.g. sequence of actions, events that immediately precede or follow key actions). 





Output from the monitoring file would be specified in terms of intended usage or learning objectives, for example: 


totals/averages of time spent on a group of activities (e.g. consultation of dictionary, pre-test questions); 


patterns of activity (e.g. no. of times activity A was immediately followed by B; how many times they repeat activity C); 


frequency of selection of each activity option; 


totals/averages of scores against intended answers; 


printout of student-constructed answers for a question. 





As the construction of a monitoring program requires an understanding of and access to the code of the program being monitored, this kind of device needs a programmer to help with its design and implementation. 








�
On-line Tests





Where a Pre/Post Test is inappropriate, e.g. if initial knowledge states are too variable, and end-states are unpredictable, then we can only test in terms of what student has actually done during the session. This would be true of any open-ended usage of a database, hypertext, on-line tools etc. If the program can store items accessed from other tools or resources, then it would be possible to use these to construct an on-line test at the end, given the structure of a suitable question derived from the general learning objective. 


For example, if the objective of a language-learning program is that students 'should be aware of syntactic structures' and they have been working on logical connectives (e.g. 'as', 'although'), then the form of the on-line test questions might be: 


Insert an appropriate word in the following sentence. 


She took no umbrella __________ it looked like rain. 


where the sentence is selected from the database/text and the gap is generated from the particular words worked on by that student. 


Similarly, if the objective of a science resource program is that students should 'explore the relationship between species and location' then the on-line test might be generated from the question: 


Which species are found on the island _______? 


where the island named is one the program has recorded the students as having investigated. 


As this kind of test has to be embedded in the program, and the program must be capable of recording student input appropriately, it needs a programmer to help with its design and construction. 





�
Pre-Program Questions








Date .........................................	Program ...................................


Student ....................................	Course .................................….


Evaluator .................................	Hardware ..................................








1., Write down a story you would like to create with a computer using multimedia.









































2., What do you think which part of your story you could make with MATCh tools and which


part you couldn’t.















































Notes on completing the Pre-Program Questions





For some programs, a pre-post test can be used to capture the learning gain achieved while using the program. In this case, the Pre-Program Questions are administered, before students start work on the program, with the assurance that they are not expected to be able to do very well on it, and it will be given again at the end. 


The Post-Program Questions are identical to the Pre-Program Questions. They are constructed to take account of the designer's stated intentions for the program, and to test those against the students' answers to the Pre-Prpogram Questions if used. For this reason the questions should be derived directly from the stated educational objectives for the program. Questions may be very specific, or open-ended, depending on the nature of the objectives. 


The information at the top should be completed to identify the questionnaire with the particular students and program. 


It should be completed either by the evaluator during an interview with the students, or by each student. 





NOTE:


If you think that you can fill it out more clear then the children could then you can make it during an interview with them but beware you shuld write exactly what the children think.


�
Post-Program Questions








Date .........................................	Program ...................................


Student ....................................	Course .................................….


Evaluator .................................	Hardware ..................................





1 Look back at what you wrote for the Pre-Program Questions, and note down 


(a) what you could do that you hoped to: 











(b) what you couldn’t do that you hoped to: 











(c) anything you could do that was unexpected:








2. To what extent do you agree with the following descriptions of the program?


1= strongly disagree, 2 = disagree, 3 = neutral, 4 = agree, 5 = strongly agree


(If in the school the best degree is 1 in your country then reverse the order of them, 


1=strongly agree…5=strongly disagree!)


	Please circle one


Easy to operate	1 2 3 4 5


Enjoyable to use	1 2 3 4 5


Well worth the time spent on it	1 2 3 4 5


After it I like computers more	1 2 3 4 5


After it I like multimedia more	1 2 3 4 5


Enjoyable to use in company	1 2 3 4 5


Enjoyable to use alone	1 2 3 4 5


I’d like to see the others’ story	1 2 3 4 5


I’d like if the others could see my story	1 2 3 4 5





Please add any further comments if you wish:








4. Would you want to use it again? Please say why, or why not:








Evaluator's Report








Date of Report ..................	Program ..............................


Evaluator ............................	No. of evaluation sessions to date ........





1. Evidence of learning effectiveness 


1.1. What examples are there of students using metaphors about ....... in their discussion,


comments or notes (use quotes to illustrate)? 





This is how the text would look as you type it in to make your report. 





1.2. How frequent is this? (count number of mentions per session) 








1.3. What examples are there of students using the advice given in.......? 








1.6 What examples are there of students using the .....option appropriately? 








1.7 What examples are there of students making good use of the ..... function? 








1.8 What do you think the key learning benefits were (give evidence where you can, or refer


to above)? 








2. Data on students' learning processes 





2.1. What evidence is there of any subject matter misconceptions (use quotes of students'


discussion or from observations to illustrate)? 








2.2. How did students use the program - as advised, or using a different strategy (describe


observation data for each kind)? 








3. Relations between design features and learner's experience





3.1. What proportions of time did students spend, on average, on 


3.1.1. reading or considering the text? 	....................


3.1.2. re-reading or thinking? 	....................


3.1.3. discussing their approach to the task (for pairs)? 	....................


3.1.4. using the tools/resources/help function? 	....................


3.1.5. typing their own text? 	....................


3.1.6. other? 	....................


	Total   100%





3.2. Were there any aspects of screen design or interface design that caused difficulties or


confusions? 








4. Conditions of use 





4.1. How do you think the way the session was set up for students 


4.1.1. helped them? 





4.1.2. could have been improved? 








5. Further comments 





5.1. Do your replies so far cover everything you wish to report about student use of this


program? If not, please add anything else you wish to report. 








6. Recommendations for changes to program 


6.1. Screen design 


6.2. Interface design 


6.3. Options available 


6.4. Type of exercise 


6.5. Type of feedback 


6.6. Information provided 


6.7. Introduction 


6.8. Other 








Notes on use of Evaluator's Report template





This form of report is used for summarising observation and interview data from several evaluation sessions. This template offers SAMPLE questions. The evaluator can adjust or add questions appropriate to the program under study. This template is designed to assist the evaluator is structuring their report on the data collected. It will be easier to co-ordinate data about one program from different sessions if reports can be organised in similar ways. 


The template is structured as a series of questions that the evaluator should answer using the data they have collected, referring to this where possible, e.g. quoting student discussion, quoting from their field-notes (Observation Schedule) about how a particular section of the program was dealt with, summarising student performance on program exercises and tests, or on the Post-Program Questions, comparing student performance on the Pre/Post Test if used, etc. 


The evaluator may also answer questions by reflecting on what they saw happening, or from informal observations of students, even if this has not been recorded. It should always be clear, however, what the basis of each statement is. 


The questions are organised around the main areas of interest to designers and developers - learning effectiveness, what students learn, the value of program design features, the way the program should be used, and the evaluator's recommendations for any changes to be made to the program. The questions should be designed to address the aims of the evaluation; questions on learning effectiveness should be derived from the learning objectives; those on design features and recommendations need to be adjusted to fit the program under study. 


Several questions are tailored to the particular program under consideration, but the questions may not cover everything that is important about a program, in which case there is a section where the evaluator can put their own construction on what they have seen. 


The section on `recommendations' should make clear the reasons for each recommendation by referring back to the number of the section that documents the relevant findings. It would be inappropriate for the evaluator to omit recommendations because they seem too radical - it is up to the originator to decide whether they want to use the recommendations or not, and if they do not, they may still make use of them in the next program design. It is better to have as full a report as possible. 


The electronic version of the Evaluator's Report allows evaluators to write the report by adding their own text . Answers typed in under each question can use as much text as necessary, and will appear in a contrasting font. 








�
Teacher's Questionnaire





Questionnaires to each teacher who has used a product, should cover the following 





 how exactly they used it,





 their experience of using it overall,





amount of teaching time (range) per student it offers,





 to what extent the time spent on it is worthwhile,





 what further support or improvements developers should be offering





 if he has any experience with any other multimedia authoring tool for children, then compare it with MATCh.





�
Students' Questionnaire





Questionnaires for distribution to students who used a product should cover the following: 





their experience of using it overall,


learning time it offers,


whether it could produce savings in student learning time,


whether it could produce savings in other resource,


to what extent the time spent on it is worthwhile,


whether they would buy it if they could run it on their own machine (assuming the cost were comparable with that of a book),


what further support or improvements should be carried out.











�
User Evaluation Check








Date ......................................... 	Program ...................................


User .........................................	Course ...................................


Hardware ...................................








Please tick those characteristics of the program you feel are well-designed, and put a cross


those you feel need improving, together with an explanatory comment. 





1. Navigation 


Clear what options are available [  ]....................................……………..................……....


……………………………………………………………………..................……………....


Clear how to get to where you want to be [  ]...................................………….....................


……………………………………………………………………..................……………....


Easy to find out what you have completed already [  ]...................................................…...


……………………………………………………………………..................…………….....


2. Ease of installation 


Instructions easy to follow [  ]...............................................................................................


……………………………………………………………………..................…………….....


Sufficient information and support [  ]...................................……..................……………...


……………………………………………………………………..................…………….....


3. User interface 


Menus, icons, buttons, etc easily understood [  ]....................................................................


……………………………………………………………………..................…………….....


Operations consistent [  ]..............................................................................................….....








4. General 


Please add any other general comments you would like to make about the quality of the


program design. 























Notes on using the User Evaluation Check








Any program can be evaluated using the User Evaluation Checklist. This can be completed either by the evaluator, or by teachers who have looked at the program, or by students who have used it. 


The checklist allows users to comment on all the main interface design features that need to be checked to ensure that the program is usable.








� TITLE  \* MERGEFORMAT �Evaluation of MATCh tools and applications�





� PAGE �26�





� PAGE �1�











